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Parametrized circuits for quantum chemistry

10.1038/ncomms5213

VQE

• operations
m

measurements
• qpu does quantum

m
cpu does classical

⇒ pragmatic near-term
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https://www.nature.com/articles/ncomms5213


VQE on real devices

PhysRevX.6.031007

Transmon pulse
diagram

H2 PES
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https://journals.aps.org/prx/pdf/10.1103/PhysRevX.6.031007


Scale up = end of story?

• What can you do once you have a ground state wave function?
• How large does the system have to be to be useful?
• How to find systems that are interesting?

Qubits are a scarce resource ⇒ compression
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Scale up = end of story?

• What can you do once you have a ground state wave function?
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X= 2 3 4 5 6

cc-pVXZ 24 58 115 201 322
cc-pCVXZ 28 71 144 255 412

10.1063/1.473863
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https://aip.scitation.org/doi/10.1063/1.473863


Scale up = end of story?

• What can you do once you have a ground state wave function?
• How large does the system have to be to be useful?
• How to find systems that are interesting?

10.1021/acscentsci.7b00550
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https://pubs.acs.org/doi/10.1021/acscentsci.7b00550


Inverse design

10.1126/science.aat2663
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https://science.sciencemag.org/content/361/6400/360


Classical Machine Learning for Chemistry

10.1021/acscentsci.7b00572
10.1126/science.aat2663
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https://pubs.acs.org/doi/10.1021/acscentsci.7b00572
https://science.sciencemag.org/content/361/6400/360


End of the story?

Can we reformulate this machine learning toolbox
for near-term quantum devices?

• recreate functions of classical neural nets in quantum circuits
• preferrably learn on quantum data
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At the level of the neuron

Yudong Cao
arXiv:11711.11240

• replicate classical
distribution
• repeat until success

Lasse Bjørn Kristensen
Spiking quantum neuron
• fully quantum
• temporal character
• not gate based
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http://arxiv.org/abs/1711.11240


Quantum Generative Adversial Network

Jhonathan Romero
arXiv:1901.00848

• replicate classical
distribution
• adversial training

Abhinav Anand
Poster 49 about Noise Resilience
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Generative Adversarial Networks(GANs)
Generative adversarial networks (GANs) are a powerful tool in classical machine learning, with different applications,

including image and video generation, as well as materials and molecules discovery. A GAN is made up of two

networks, the generator 𝐹𝐺 𝑧;Θ𝑔 , and the discriminator 𝐹𝐷 𝑥;Θ𝑑 , playing a adversarial game, which can be

summarized as:

𝑚𝑖𝑛
𝐺

𝑚𝑎𝑥
𝐷

(𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log 𝐹𝐷(𝑥) +𝐸𝑧~𝑝𝑧(𝑧)[log 1 − 𝐹𝐷 𝐹𝐺 𝑧 )

A Hybrid Quantum GAN has the same components, but with a quantum generator and a classical discriminator, as

shown below.

The target was fixed to a distribution generated by the HQGAN circuit at Θ𝑔= [0.35, 2.10, 5.06]. We performed noiseless

simulation using the Rigetti QVM to train the HQGAN, with the initial parameters of the generator, Θ𝑔= [0.31, 1.89, 4.55].

The data distributions produced by the generator, and KL divergence, loss functions and gradient norm are shown

below.

Noise Models
The evolution of any initial state under the joint system and

environment Hamiltonian can be approximated by the Kraus

map, as shown below,

𝜌𝑠 → 𝜌𝑠
′ = σⅈ𝐾ⅈ 𝜌 𝐾ⅈ

∗,
where, 𝜌 is the joint system and environment state, and 𝐾ⅈ’s are

the Kraus operators.

The Rigetti QVM propagates pure states, and makes a

random choice of a Kraus operator, and applies it to the current

state with some probability, and simulates noisy gates by

averaging over many executions of the program, as discussed

below.

𝜓′
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𝑝𝑗
𝐾𝑗 𝜓 𝑠, and

ത𝜌𝑠 ≈
1

𝑁


𝑛=1

𝑁

𝜓𝑛
′
s
𝜓𝑛
′
𝑠

where, 𝑝𝑗 = 𝜓 𝑠 𝐾𝑗
∗ 𝐾𝑗 𝜓 𝑠, is the probability for applying the 

particular Kraus operator, and ҧ𝜌𝑠 is the average density matrix 

after the evolution.

The Kraus operators for the amplitude damping and dephasing 

channels are, 𝐾1 =
1 0

0 1 − 𝑝
& 𝐾2 =

0 𝑝

0 0
, and

𝐾1 =
1 − 𝑝 0

0 1 − 𝑝
& 𝐾2 =

𝑝 0

0 − 𝑝
, respectively, and

𝑝 is the probability of the qubit decaying/dephasing over a time 

interval of interest.

Noisy simulations
The Noisy simulations were carried out to train the HQGAN, by adding different noise models for Amplitude damping, 

Dephasing, Decoherence and Readout noise. The noisy gates in the circuit were introduced as shown below:

Any Standard Gate I n times I

where set of noisy Identity(I) gate was added to each gate, for the simulation. The initial parameters of the generator 
was set to, Θ𝑔= [0.31, 1.89, 4.55]. The data distributions produced by the generator, and KL divergence, loss functions 

and gradient norm are shown below.

Amplitude Damping

Dephasing

Decoherence Noise

Amplitude damping, Dephasing and Readout Noise

Epoch 0 Epoch 1500 Epoch 3000 Epoch 4500

Epoch 0

Epoch 0

Epoch 0

Epoch 0

Epoch 1500

Epoch 1500

Epoch 1000

Epoch 1500

Epoch 3000

Epoch 3000

Epoch 2000

Epoch 3000

Epoch 4500

Epoch 4500

Epoch 2750

Epoch 4500

Experiment Run
The HQGAN circuit was executed on the 2 qubit Rigetti

quantum processing unit. The target distribution and initial

parameters remained the same as used in the numerical

experiments. The data distributions produced by the generator

at different training epochs during the initial experiment are

shown below:

Epoch 0

Epoch 50
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Quantum Variational Autoencoder

Jhonathan Romero
10.1088/2058-9565/aa8072
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https://iopscience.iop.org/article/10.1088/2058-9565/aa8072


Cost function

Training modes:
• input - output training

C1 =
∑

piF
(
|ψi 〉AB , ρ

out
i ,p̄

)
• trash training

C2 =
∑

piF
(
TrA

[∣∣ψ′
i

〉 〈
ψ′
i

∣∣
AB

]
, |a〉B

)
• requires less copies of original state

QTML – M. Degroote Quantum Variational Autoencoder 11/20



Parametrized unitaries

• sometimes compressibility is
known based on symmetries
• we would like the

autoencoder to figure out
• general unitary intractable
• resort to templates

• Scheme A: 15n(n − 1)/2
• Scheme B: 3n(n− 1) + 6n

Example Circuits
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Test system: H2

|Ψi 〉 = ai |1100〉+ bi |0011〉
→ ai |0〉+ bi |1〉

• 4 qubit system
• compressible to 1

qubit
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Results: Fidelities
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Results: Density Matrices
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Goal: Explore Latent Space

10.1021/acscentsci.7b00572

Look at phase transitions in wave functions
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https://pubs.acs.org/doi/10.1021/acscentsci.7b00572


How does Compression affect Phase Information?

Douglas Mendoza
Phase transition in XXZ
model
• exact wave functions
• some symmetry present
• look at fidelity

susceptibility

10.1038/nmat1358
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https://doi.org/10.1038/nmat1358


Influence of expressibility

Hannah Sim
arXiv:1905.10876
• choose circuits with different

expressibilities
• study influence on

conservation of information
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http://arxiv.org/abs/1905.10876


Conclusions

Done:

• Quantum Neurons
• Quantum Variational Autoencoder compression

Underway:

• From simulation to experimental demonstration
• Information in latent space

To Do:

• Expand machine learning functions
• Apply concepts to new problems
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The end

Thank you for your attention!

Questions are welcome

Slides: https://mfdgroot.github.io/
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